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Machine Learning and Linear Algebra

THIS 15 YOUR MACHINE LEARNING SYSTEM?

YOP! YOU POUR THE DATA INTO THIS BIG
PILE OF LINEAR ALGEBRA, THEN COLLECT
THE ANSLJERS ON THE OTHER SIDE.

WHAT IF THE ANSLERS ARE LRONG? J

JUST STIR THE PILE UNTIL
THEY START LOOKING RIGHT
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The contents of this document are taken mainly from the following
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» Gilbert Strang. Linear Algebra and Learning from Data.
https://math.mit.edu/~gs/learningfromdata/
» Gilbert Strang. Introduction to Linear Algebra.
http://math.mit.edu/~gs/linearalgebra/
> Gilbert Strang. Linear Algebra for Everyone.
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» Vectors are arrays of numerical values.

» Each numerical value is referred to as coordinate, component, entry,
or dimension.

» The number of components is the vector dimensionality.

> e.g., a vector representation of a person: 25 years old (Age), making
30 dollars an hour (Salary), having 5 years of experience (Experience):
[25, 30, 6].

P Vectors are special objects that can be added together and multiplied
by scalars to produce another object of the same kind.
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Geometric Vectors

> Geometric vectors are often visualized as a quantity that has a
magnitude as well as a direction.

> e.g., the velocity of a person moving at 1 meter/second in the eastern
direction and 3 meters/second in the northern direction can be
described as a directed line from the origin to (1, 3).

» The tail of the vector is at the origin. The head is at (1, 3).

Geometric vectors can have arbitrary tails.

v

» Two geometric vectors can be added, such that & 4+ y = z is another
geometric vector.

P> Multiplication by a scalar Az, A € R, is also a geometric vector.
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Vectors

» Polynomials are vectors. Adding two polynomials results in another
polynomial. Multiplied by a scalar, the result is also a polynomial.
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Vectors

» Polynomials are vectors. Adding two polynomials results in another
polynomial. Multiplied by a scalar, the result is also a polynomial.

> Audio signals are also vectors. Addition of two audio signals and
scalar multiplication result in new audio signals.
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» Polynomials are vectors. Adding two polynomials results in another
polynomial. Multiplied by a scalar, the result is also a polynomial.

> Audio signals are also vectors. Addition of two audio signals and
scalar multiplication result in new audio signals.

» Elements of R™ (tuples of n real numbers) are vectors. For example,

6
a=|14| eR?
-3

is a triplet of numbers. Adding two vectors a,b € R"”
component-wise results in another vectors a + b = ¢ € R.
Multiplying @ € R™ by A € R results in a scaled vector Aa € R™.

N
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Basic Operations with Vectors

» Vector of the same dimensionality can be added or subtracted.

» Consider two d-dimensional vectors:

T Y1 T+ N T Y1 T — U1
r+y=|...|+|...| = r—y=|...| —|...| =
Zd Yd Td + Yd Td Yd Td — Yd
» Vector addition is commutative: € +y =y + .
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Basic Operations with Vectors

» A vector & € R? can be scaled by a factor a € R as follows

I axrq

Td axrq

» Scalar multiplication operation scales the “length” of the vector, but
does not change the “direction” (i.e., relative values of different
components)

N
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Basic Operations with Vectors

» The dot product between two vectors z,y € R is the sum of the
element-wise multiplication of their individual components.

d
T-Yy= leyl
i=1

» The dot product is commutative:

T-Yy= szyz—zyzwz:y'w

i=1
» The dot product is distributive:

z (y+z)=x-y+z-2 Za)
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Basic Operations with Vectors

> The dot product of a vector with itself produces the squared Euclidean
norm. The norm defines the vector length and is denoted by || - ||:

d
ol ==Y a2
=1

» The Euclidean norm of 2 € R% is defined as

and computes the Euclidean distance of @ from the origin.

» The Euclidean norm is also known as the Ls—norm. 7Y
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Basic Operations with Vectors

> A generalization of the Euclidean norm is the L,-norm, denoted by

-l
a (1/p)

lzllp = | > lil?

i=1
where p is a positive value.

» When p = 1, we have the Manhattan norm, or the Li-norm.

N
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Basic Operations with Vectors

> Vectors can be normalized to unit length by dividing them with their

norm:
p T T

xr — — —
lzll vz =

P The resulting vector is a unit vector.

» The squared Euclidean distance &,y € R% can be shown to be the
dot product of @ — y with itself:

le —ylP* = (z —y) (z —y) = Z(%’ —i)?
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Basic Operations with Vectors

» Cauchy-Schwarz Inequality: the dot product between a pair of
vectors is bounded above by the product of their lengths.

d
S
i=1

» Triangle Inequality: Consider the triangle formed by the origin, x,
and y, the side length ||z — y|| is no greater than the sum ||z| + ||y||
of the other two sides.

=lz-yl < |=zllyll
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Basic Operations with Vectors

» Consider the triangle created by the origin, , and y. Find the angle
0 between x and y.
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Basic Operations with Vectors

» Consider the triangle created by the origin, , and y. Find the angle
0 between x and y.

> The side lengths of this triangle are: a = |||/, b = |ly||, and
¢ = || — y||. Using the cosine law, we have:

a+6 = |lz)* + |ly]? - ||= — y|?

cos) =5 = eI
P+ gl - @ y) (@)
I
_ Ty
= Telly]
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Basic Operations with Vectors

» Consider the triangle created by the origin, , and y. Find the angle
0 between x and y.

> The side lengths of this triangle are: a = |||/, b = |ly||, and
¢ = || — y||. Using the cosine law, we have:

a+6 = |lz)* + |ly]? - ||= — y|?

cos (0) = =
2ab 2[|z([[[y
=P+l — (= —y) - (= —y)
2[|z([[[y
_ Ty
[yl
» Two vectors are orthogonal if their dot product is 0.
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Basic Operations with Vectors

» Consider the triangle created by the origin, , and y. Find the angle
0 between x and y.

> The side lengths of this triangle are: a = |||/, b = |ly||, and
¢ = || — y||. Using the cosine law, we have:

a+6 = |lz)* + |ly]? - ||= — y|?

cos) =5 = eI
P+ gl - @ y) (@)
I
_ Ty
= Telly]

» Two vectors are orthogonal if their dot product is 0.

> The vector 0 is considered orthogonal to every vector. )
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Matrices

Definition
With m,n € N, a real-valued (m,n) matrix A is an m - n-tuple of
elements a;;,7 = 1,...,m,j = 1,...,n, which is ordered according to a

rectangular scheme consisting of m rows and n columns:

ail a2 ... Qip
A= | | . .|, aj;eR
aml am2 ... Amn,

R™*™ is the set of all real-valued (m, n)-matrices.
A € R™*™ can also be represented as a € R™" by stacking all n columns
of the matrix into a long vector.
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> A matrix has the same number of rows as columns is a square
matrix. Otherwise, it is a rectangular matrix.

» A matrix having more rows than columns is referred to as tall, while a
matrix having more columns than rows is referred to as wide or fat.

» A scalar can be considered as a 1 x 1 “matrix”.

» A d-dimensional vector can be considered a 1 x d matrix when it is
treated as a row vector.

» A d-dimensional vector can be considered a d x 1 matrix when it is
treated as a column vector.

» By defaults, vectors are assumed to be column vectors.

N

University of Information Technology (UIT) Maths for Computer Science 19/



Matrix-Vector Multiplication

cos P in90 | | @,

_sin 90" cos 90° Q, =
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Matrix-Vector Multiplication Ax

> Multiply A times « using rows of A.

2 3 . 2x1 + 3o a*{w
2 4 |:l'1:| = |2x1 +4xo| = a%m
3 7| L2 31 + Tao aiz

Ax = dot products of rows of A with x.
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Matrix-Vector Multiplication Ax

> Multiply A times « using rows of A.

2 3 . 2x1 + 3o a*{w
2 4 |:x1:| = |2x1 +4xo| = a%m
3 7| L2 31 + Tao aiz

Ax = dot products of rows of A with x.

» Multiply A times x using columns of A.

2 3 . 2 3
2 4 [xl] =x1 |2| + 22 |[4| = x101 + 2209
3 7] L7 3 7

Ax = combination of columns of a1, a2 (of A) scaled by scalars p
1, To respectively. )/

nnnnnnnnnnn
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Linear Combinations of Columns

Ax is a linear combination of the columns of A.

ail ai2 cee Aln X1 ail ai2 Aln

a1 a2 cee a2n x2 a1 a2 a2n
=T . + T2 . + -ty

AGml Gm2 ... Gmn Tn am1 am2 Amn

Ax = x1a1 + 209 + - - - + THA,
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Linear Combinations of Columns

Ax is a linear combination of the columns of A.

a1 a2 ... A1n z1 a1

ai2 Aln

a1 a2 cee a2n x2 a1 a2 a2n
= + 2 +o

AGml Gm2 ... Gmn Tn am1 am2 Amn

Ax = x1a1 + 209 + - - - + THA,

Column space of A =C(A)

all vectors Ax

= all linear combinations of the

University of Information Technology (UIT)
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Column Space of A

2 3 2 3
Ax = |2 4 Bl]:xl 2 +x2 |4
3 7| L 3 7

» Each Ax is a vector in the R3 space.

» All combinations Ax = z1a1 + z2as produce what part of R3?

nnnnnnnnnnn
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Column Space of A

2 3 2 3
Ax = |2 4 Bl]:xl 2 +x2 |4
3 7| L 3 7

» Each Ax is a vector in the R3 space.
» All combinations Ax = z1a1 + z2as produce what part of R3?
> Answer: a plane, containing:

o the line of all vectors z;a1,

o the line of all vectors zoas,

e the sum of any vector on one line 4+ any vector on the other line, filling
out an infinite plane containing the two lines, but not the whole R3.

Za)
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Column Space of A

2 3 2 3
Ax = |2 4 [zl]:xl 2 +x2 |4
3 7| L 3 7

» Each Ax is a vector in the R3 space.

» All combinations Ax = z1a1 + z2as produce what part of R3?

> Answer: a plane, containing:

o the line of all vectors z;a1,

o the line of all vectors zoas,

e the sum of any vector on one line 4+ any vector on the other line, filling
out an infinite plane containing the two lines, but not the whole R3.

Definition

The combinations of the columns fill out the column space of A.
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Column Space of A

2 3 9 3
Az = |2 4 [“}:xl o + a0 |4
3 7| "2 3 7

» C(A) is plane.
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Column Space of A

2 3 9 3
Az = |2 4 [ml]:xl o + a0 |4
3 7| "2 3 7

» C(A) is plane.
» The plane includes (0,0), produced when z1 = z9 = 0.

nnnnnnnnnnn
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Column Space of A

2 3 9 3
Az = |2 4 [ml]:xl o + a0 |4
3 7| "2 3 7

» C(A) is plane.

» The plane includes (0,0), produced when z1 = z9 = 0.

» The plane includes (5,6,10) = a1 + a2 and (—1,—-2,—4) = a1 — axs.
Every combination z1a; + x2as is in C(A).
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uuuuuuuuuuuuuuu

University of Information Technology (UIT) Maths for Computer Science CS115 24 /72



Column Space of A

2 3 9 3
Az = |2 4 [ml]:xl o + a0 |4
3 7| "2 3 7

» C(A) is plane.

» The plane includes (0,0), produced when z1 = z9 = 0.

» The plane includes (5,6,10) = a1 + a2 and (—1,—-2,—4) = a1 — axs.
Every combination z1a; + x2as is in C(A).

» The probability the plane does not include a random point rand(3,1)?
Which points are in the plane?
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Column Space of A

2 3 9 3
Az = |2 4 [ml]:xl o + a0 |4
3 7| "2 3 7

» C(A) is plane.

» The plane includes (0,0), produced when z1 = z9 = 0.

» The plane includes (5,6,10) = a1 + a2 and (—1,—-2,—4) = a1 — axs.
Every combination z1a; + x2as is in C(A).

» The probability the plane does not include a random point rand(3,1)?
Which points are in the plane?

b is in C(A) exactly when Az = b has a solution .
x shows how to express b as a combination of the columns of A.

University of Information Technology (UIT) Maths for Computer Science CS115 24 /72



Column Space of A

» b= (1,1,1) is not in C(A) because

2 3 1
Ax = |2 4 [”Tl] = |1 is unsolvable.
3 7| 2 1
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Column Space of A

» b= (1,1,1) is not in C(A) because

Ax =

W NN

3 1
4 [361] = |1 is unsolvable.
7| 172 1

» What is the column space of A57?

)
6
0

W NN
- w
—_
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Column Space of A

» b= (1,1,1) is not in C(A) because

Ax =
)

W NN

3 1
4 [361] = |1 is unsolvable.
7 1

» What is the column space of A57?

5 e asz = aj + ag, is already in C(A), the plane of a; and as.
6 o Including this dependent column does not go beyond C(A).
10 o c(4y)=C(A).

W NN
- w

nnnnnnnnnnn
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Column Space of A

» b= (1,1,1) is not in C(A) because

Ax =
)

W NN

3 1
4 [361] = |1 is unsolvable.
7 1

» What is the column space of A57?

5 e asz = aj + ag, is already in C(A), the plane of a; and as.
6 o Including this dependent column does not go beyond C(A).

10 o c(4y)=C(A).
» What is the column space of A3?

W NN
- w

W N DN

- A W

— =
‘i\
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Column Space of A

» b= (1,1,1) is not in C(A) because

Ax =

W NN

3 1
4 [m] = |1 is unsolvable.
7| 172 1

» What is the column space of A57?

5 e asz = aj + ag, is already in C(A), the plane of a; and as.
6 o Including this dependent column does not go beyond C(A).
10 o c(4y)=C(A).

» What is the column space of A3?

W NN
- w

e a3 = (1,1,1) is not in the plane C(A).

2 1
3 o Visualize the zy-plane and a third vector (x3,ys, z3) out of t%
2 4 1 . )/
plane (meaning that z3 # 0). &
3 7 1 urr
° C( Ag):RS. R
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Column Spaces of R3

» Subspaces of R3:

The zero vector (0,0,0).

o A line of all vectors x1a;.

o A plane of all vectors x1a1 + x2a5.

o The whole R? with all vectors z1aq + z2as + z3as.
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Column Spaces of R3

» Subspaces of R3:

The zero vector (0,0,0).

o A line of all vectors x1a;.

o A plane of all vectors x1a1 + x2a5.

e The whole R3 with all vectors z1a; + z2a9 + z3a53.

» Vectors a1, as, as need to be independent. The only combination
that gives the zero vector is 0a; + Oasz + Oas.

N

N
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Column Spaces of R3

» Subspaces of R3:

The zero vector (0,0,0).

o A line of all vectors x1a;.

o A plane of all vectors x1a1 + x2a5.

e The whole R3 with all vectors z1a; + z2a9 + z3a53.

» Vectors a1, as, as need to be independent. The only combination
that gives the zero vector is 0a; + Oasz + Oas.

P> The zero vector is in every subspace.

N

N
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Linear Depe

ALL WORK
TOGETHER
WE CAN GET
BACK TO

E
0 : 2

LINEAR DEPENDENCE 3

N

2, )

3https://mathsci2.appstate.edu/ sjg/class/2240/hf14.html
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Independent Columns, Basis, and Ranks of A

Definition

A basis for a subspace is a full set of independent vectors: All vectors in
the space are combinations of the basis vector.

nnnnnnnnnnn
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Independent Columns, Basis, and Ranks of A

Definition
A basis for a subspace is a full set of independent vectors: All vectors in
the space are combinations of the basis vector.

Create a matrix C' whose columns come directly from A:
» If column 1 of A is not all zero, put it into C.
» If column 2 of A is not a multiple of column 1, put it into C.
» If column 3 of A is not a combination of columns 1 and 2, put it into
C. Continue.

nnnnnnnnnnn
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Independent Columns, Basis, and Ranks of A

Definition
A basis for a subspace is a full set of independent vectors: All vectors in
the space are combinations of the basis vector.

Create a matrix C' whose columns come directly from A:
» If column 1 of A is not all zero, put it into C.
» If column 2 of A is not a multiple of column 1, put it into C.
» If column 3 of A is not a combination of columns 1 and 2, put it into
C. Continue.
» At the end, C will have r columns (r < n). They are independent
columns, and they are a "basis” for the column space C(A).

nnnnnnnnnnn
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Independent Columns, Basis, and Ranks of A

If A= then C' =

S =
=N W
N O 0o

nnnnnnnnnnn
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Independent Columns, Basis, and Ranks of A

13 8 L8] e s in A
lfA= |1 2 6[thenC= [1 2 ":2“'”2:5.':0
01 2 0 1 r = colu S

1
IfA= |0 then C =
0

O = N
S Ut W

nnnnnnnnnnn
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Independent Columns, Basis, and Ranks of A

13 8 L8] e s in A
lfA= |1 2 6[thenC= [1 2 ":2“'”2:5.':0
01 2 0 1 r = colu S

3 )
5l then O — A n = 3 columns -m A
6 r = 3 columns in C

5
5] then C =

If A=

If A=

e
L N RN\

nnnnnnnnnnn
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Independent Columns, Basis, and Ranks of A

13 8 L8] e s in A
lfA= |1 2 6[thenC= [1 2 ":2“'”2:5.':0
01 2 0 1 r = colu S

12 3 3 cotumms in A
fA=]0 4 5)thenC =4 7 €

00 6 -

125 1 .
lfA={1 2 5|thenC = |1 ”:fsgl':mji':g

125 1] "7

nnnnnnnnnnn
uuuuuuuuuuuuuuu

CS115 29/72

Maths for Computer Science

University of Information Technology (UIT)



Independent Columns, Basis, and Ranks of A

13 8 L8] e s in A
lfA= |1 2 6[thenC= [1 2 ”:2“'”2:5.':0
01 2 0 1 r = colu S

12 3 3 cotumms in A
fA=]0 4 5)thenC =4 7 €

00 6 -

125 1 .
lfA={1 2 5|thenC = |1 ”:fsgl':mji':é

125 1] "7

» The number r counts independent columns.
» It is the “dimension” of the column space of A and C' (same space).

Definition
The rank of a matrix is the dimension of its column space.

CS115 29/72
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Rank Factorization A = CR

» The matrix C' connects to A by a third matrix R: A = CR.
> Ac Rmxn’ C c Rmxr’ R € Rrxn

N

N
52
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Rank Factorization A = CR

» The matrix C' connects to A by a third matrix R: A = CR.
> Ac Rmxn’ C c Rmxr’ R € Rrxn

1 3 8 1
A=11 2 6| =|1
01 2 0

nnnnnnnnnnn
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Rank Factorization A = CR

» The matrix C' connects to A by a third matrix R: A = CR.
> Ac Rmxn’ C c Rmxr’ R € Rrxn

1 3 8 1 3
A:126:12[(1)(1)§]:CR
01 2 0 1
» (' multiplies the first column of R produces column 1 of A.
» C multiplies the second column of R produces column 2 of A.
» (' multiplies the third column of R produces column 3 of A.

» Combinations of the columns of C' produce the columns of A
— Put the right numbers in R.

nnnnnnnnnnn
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Rank Factorization A = CR

» The matrix C' connects to A by a third matrix R: A = CR.
> Ac Rmxn’ C c Rmxr’ R € Rrxn

1 0 2
01 2

1 3 8 1 3
A=11 2 6| =11 2 [

0 1 2 01

» (' multiplies the first column of R produces column 1 of A.
» C multiplies the second column of R produces column 2 of A.

» (' multiplies the third column of R produces column 3 of A.

» Combinations of the columns of C' produce the columns of A
— Put the right numbers in R.

Definition
R =rref(A) = row-reduced echelon form of A.
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Rank Factorization A = CR

1 3 8 1 3
A=11 2 6| =1|1 2 [(1)(1)3]:(7]%
01 2 0 1

» The matrix R has r = 2 rows ], 73.

nnnnnnnnnnn
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Rank Factorization A = CR

1 3 8 1 3
A=11 2 6| =1|1 2 [(1)(1)3]:(7]%
01 2 0 1

» The matrix R has r = 2 rows ], 73.

» Multiply row 1 of C' with R, we get r] + 3r5 — row 1 of A.
> Multiply row 2 of C' with R, we get r] + 2r5 — row 2 of A.
» Multiply row 3 of C' with R, we get Or] 4 173 — row 3 of A.
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Rank Factorization A = CR

1 3 8 1 3
A=11 2 6| =1|1 2 [[1)(1)3]:(7]%
01 2 0 1

» The matrix R has r = 2 rows ], 73.

» Multiply row 1 of C' with R, we get r] + 3r5 — row 1 of A.
> Multiply row 2 of C' with R, we get r] + 2r5 — row 2 of A.
» Multiply row 3 of C' with R, we get Or] 4 173 — row 3 of A.

» R has independent rows: No row is a combination of the other rows.
Hint: Look at the zeros and ones in R - the identity matrix [ in R.
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Rank Factorization A = CR

vVvyVvyyvyy

vy

1 3 8 1 3
A=11 2 6| =1|1 2 [[1)(1)3]:(7]%
01 2 0 1

The matrix R has r = 2 rows 77, r3.

Multiply row 1 of C' with R, we get 7] 4 375 — row 1 of A.
Multiply row 2 of C' with R, we get 7] + 215 — row 2 of A.
Multiply row 3 of C' with R, we get 0r] + 175 — row 3 of A.

R has independent rows: No row is a combination of the other rows.
Hint: Look at the zeros and ones in R - the identity matrix [ in R.

The rows of R are a basis for the row space of A.
Notation: The row space of matrix A = C(AT). /e,
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Rank Factorization A = CR

© The r columns of C are independent (by their construction).

@ Every column of A is a combination of those r columns of C
(because A = CR).

© The r columns of R are independent (they contain the matrix I,.).

@ Every row of A is a combination of those 7 rows of R (because
A=CR).
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Rank Factorization A = CR

© The r columns of C are independent (by their construction).

@ Every column of A is a combination of those r columns of C
(because A = CR).

© The r columns of R are independent (they contain the matrix I,.).

@ Every row of A is a combination of those 7 rows of R (because
A=CR).

Key facts:
» The r columns of C' is a basis for C(A): dimension r.
» The r rows of R is a basis for C(AT): dimension 7.

The number of independent columns = The number of independent rows.
The column space and row space of A both have dimension r.
The column rank of A = The row rank of A.
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Question: If an n X n matrix A has n independent columns, then
C=7 R=7"
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Question: If an n X n matrix A has n independent columns, then
C=7 R=7"
Answer: C=A, R=1.
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© Matrix-Matrix Multiplication AB
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Compute AB by Inner Products

» Inner products (rows times columns) produce each of the numbers
in AB=C"

bi3
a1 a az| [+ - ba| = |- - c23
b33

» ¢;j = (row i of A)-(column j of B)

n
*
cij = ainbyj + igboj + -+ + Ginbn; = > _ airby; = ajb;
k=1
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Rank-1 Matrix

» Quter products (columns times rows) produce rank one matrices.

2 6 8 12
wv' = (2| [3 4 6]=[6 8 12
1 3.4 6

» An m x 1 matrix (a column ) times a 1 x p matrix (a row v ') gives
an m X p matrix.
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Rank-1 Matrix

» Quter products (columns times rows) produce rank one matrices.

2 6 8 12
wv' = (2| [3 4 6]=[6 8 12
1 3 4 6
» An m x 1 matrix (a column ) times a 1 x p matrix (a row v') gives
an m X p matrix.
» All columns of uv ' are multiples of w.
» All rows of uv ' are multiples of v .
//

N
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Rank-1 Matrix

» Quter products (columns times rows) produce rank one matrices.

2 6 8 12
wv' = (2| [3 4 6]=[6 8 12

1 3 4 6

» An m x 1 matrix (a column ) times a 1 x p matrix (a row v ') gives
an m X p matrix.

» All columns of uv ' are multiples of w.
» All rows of uv ' are multiples of v .
» The column space of uv ' is the line through wu.
» The row space of uv ' is the line through v.
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Rank-1 Matrix

>

v

vVvyyvyyvyy

Outer products (columns times rows) produce rank one matrices.

2 6 8 12
wv' = (2| [3 4 6]=[6 8 12

1 3 4 6
An m x 1 matrix (a column w) times a 1 x p matrix (a row v ') gives
an m X p matrix.
All columns of uv ' are multiples of w.
All rows of uv ' are multiples of v .
The column space of uv ' is the line through u.
The row space of uv ' is the line through v.
All non-zero matrices uv ' have rank one. fo)
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AB = Sum of Rank-1 Matrices

» The product AB is the sum of columns aj, times rows bj..

| 17— b —
AB=|a; ... a, : = a1b] + azb; +--- + ayb;,
| |- b —

N

N
52
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AB = Sum of Rank-1 Matrices

» The product AB is the sum of columns aj, times rows bj..

— b —
AB = a|1 a|n 51 = a1b] + azb; +--- + ayb;,
| ] |— by —
> Example:
PR e e R R H A O R R )
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Insight from Column times Row

» Looking for the important part of a matrix A.
» Factor A into C'R and look at the pieces ¢}, of A = CR.
» Factoring A into C'R is the reverse of multiplying CR = A.

» The inside information about A is not visible until A is factored.
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Insight from Column times Row

» Looking for the important part of a matrix A.
» Factor A into C'R and look at the pieces ¢}, of A = CR.
» Factoring A into C'R is the reverse of multiplying CR = A.

» The inside information about A is not visible until A is factored.

Important Factorizations

@ A= LU: elimination

@ A = QR: orthogonalization

© S =QAQ": eigenvalues and orthonormal eigenvectors
Q@ A= XAX!: diagonalization

@ A=UXV": Singular Value Decomposition (SVD)
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Inverse Matrices

» The square matrix A is invertible if there exists a matrix A~! that

A'A=Tand AA =1

N

N
52
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Inverse Matrices

» The square matrix A is invertible if there exists a matrix A~! that

A'A=Tand AA =1

» The matrix A cannot have two different inverses. Suppose BA =1
and also AC' =1. Then B=2C.

B(AC) = (BA)C gives BI = IC or B = C.
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Inverse Matrices

» The square matrix A is invertible if there exists a matrix A~! that

A'A=Tand AA =1

» The matrix A cannot have two different inverses. Suppose BA =1
and also AC' =1. Then B=2C.

B(AC) = (BA)C gives BI = IC or B = C.

» If A is invertible, the one and only solution to Az = b is x = A~ 'b.
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Inverse Matrices

» The square matrix A is invertible if there exists a matrix A~! that

A'A=Tand AA =1

» The matrix A cannot have two different inverses. Suppose BA =1
and also AC' =1. Then B=2C.

B(AC) = (BA)C gives BI = IC or B = C.

» If A is invertible, the one and only solution to Az = b is x = A~ 'b.
» If Ax = 0 for a nonzero vector x, then A has no inverse.
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Inverse Matrices

» The square matrix A is invertible if there exists a matrix A~! that

A'A=Tand AA =1

» The matrix A cannot have two different inverses. Suppose BA =1
and also AC' =1. Then B=2C.

B(AC) = (BA)C gives BI = IC or B = C.

» If A is invertible, the one and only solution to Az = b is x = A~ 'b.
» If Az = 0 for a nonzero vector x, then A has no inverse.
» If A and B are invertible then so is AB. The inverse of AB is

(AB)_I — B_IA_l ur
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Table of Contents

© The Four Fundamental Subspaces of A: C(A), C(AT), N(4), N(AT)
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Example 1

_12_ T
A_[g 6]—11'0

» Column space C(A) is the line through u = [‘ﬂ

N

N
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Example 1

_12_ T
A—{g 6]—11'0

» Column space C(A) is the line through u = [‘ﬂ

» Row space C(AT) is the line through v = [ﬂ
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Example 1

_12_ T
A—{g 6]—11'0

» Column space C(A) is the line through u = [‘ﬂ

» Row space C(AT) is the line through v = [ﬂ

» Nullspace space N(A) is the line through = = [_21] Az = 0.
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Example 1

_12_ T
A—{g 6]—11'0

» Column space C(A) is the line through u = [‘ﬂ
» Row space C(AT) is the line through v = [ﬂ
» Nullspace space N(A) is the line through = = [_21] Az = 0.

> Left nullspace space N(A") is the line through y = [_BJ ATy =0.
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Example 1

44

e 3+ = L
Nullspace =l

N(4) 21 4 Rowspace
”/ c4")

iversity of Information Technology

Maths for Computer Science

i
1
Leftnulispace S T A U= |,
N(4) 29/ Column space

TRUONG DA HoC
CONG NGHE THONG T




Example 1

44 44
1 1
Nullspace 3T v= {2} Left nullspace Can U= {3}
N(4 2T Row space N(4T) 2T/ Column space
i / o) o ew

Definition
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Example 1

. .
1 1
Nullspace 3T v= {2} Left nullspace Can U= {3}
N(4 2T Row space N(4T) 2T/ Column space
1 ,,/‘ c(4”) T C(4)
I e 1 2 N e R
{HRNS| A= 3 gl =wv
13
21 21 =14
34 34
4 VIR

Definition

The column space C(A) contains all combinations of the columns of A.
The row space C(A ") contains all combinations of the columns of AT.
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Example 1

1 1
Nullspace 3T v= {2} Left nullspace Can U= {3}
N(4 2T Row space N(4T) 2T/ Column space
/ ) e
R 1 2 T
BN A= 3 6l = uv
13
2+ 2 + y= =1

Definition

The column space C(A) contains all combinations of the columns of A.
The row space C(A ") contains all combinations of the columns of AT.
The nullspace N(A) contains all solutions « to Az = 0.
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Example 1

1 1
Nullspace 3T v= {2} Left nullspace Can U= {3}
N(4 Canm Row space N(4") 27/ Column space
' / o) 1 ew
R 1 2 T
BRSNS A= 3 6l = uv
13
21 21 ¥=14

Definition

The column space C(A) contains all combinations of the columns of A.
The row space C(A ") contains all combinations of the columns of AT.
The nullspace N(A) contains all solutions « to Az = 0.

The left nullspace N(AT) contains all solutions y to ATy = 0.
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Example 2

1 -2 -2
B_[s —6 —6}

>

» Bx = 0 has solutions ; = (2,1,0)
and &2 = (2,0,1). { 2 ]
1
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Example 2

>

» Bx = 0 has solutions ; = (2,1,0)
and z3 = (2,0,1).

» The row space C(B") is the infinite
line through v, = %(1, —2,-2).
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Example 2

>

» Bx = 0 has solutions ; = (2,1,0)
and &2 = (2,0,1). 2

» The row space C(B") is the infinite Ik v2 = { 1]
line through vy = %(1, —2,-2). n=g [—2} T 4 2

» 1, and x5 are in the same plane with —+
vy = £(2,-1,2) and v3 = 1(2,2,—1). c(B)
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Example 2

>

» Bx = 0 has solutions 1 = (2,1,0)

and z3 = (2,0,1). T2
» The row space C(B") is the infinite ik T =3 { 1]
line through v = %(1, —2,-2). u=g|-2 T 4 2
—2

» 1, and x5 are in the same plane with —+
vy = £(2,-1,2) and v3 = 1(2,2,—1). c(B")
» The nullspace N(B) has an
orthonormal basis vy and v3, is the
infinite plane of vy and wv3.
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Example 2

>

» Bx = 0 has solutions 1 = (2,1,0)

and z3 = (2,0,1). T2
» The row space C(B") is the infinite ik T =3 { 1]
line through v = %(1, —2,-2). u=g|-2 T 4 2
—2

» 1, and x5 are in the same plane with —+
vy = £(2,-1,2) and v3 = 1(2,2,—1). c(B")
» The nullspace N(B) has an
orthonormal basis vy and v3, is the
infinite plane of vy and wv3.

» w1, v9,v3: an orthonormal basis for R3.
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Subspaces of A

row 1 0
If Az =0 then : x| =
row m 0
» x is orthogonal to every row of A.

N

N
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Subspaces of A

row 1 0
If Az =0 then : x| =
row m 0
» x is orthogonal to every row of A.
» Every x in the nullspace of A is orthogonal to the row space of A.
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Subspaces of A

row 1 0
If Az =0 then : x| =|:
row m 0
» x is orthogonal to every row of A.
» Every x in the nullspace of A is orthogonal to the row space of A.

» Every y in the nullspace of AT is orthogonal to the column space of
A.

nnnnnnnnnnn
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Subspaces of A

row 1 0
If Az =0 then : x| =

row m 0
» x is orthogonal to every row of A.
» Every x in the nullspace of A is orthogonal to the row space of A.
» Every y in the nullspace of AT is orthogonal to the column space of

A.
N(A) L C(AT) N(AT)L C(A4)
Dimensions n—r r m—r T

> Two orthogonal subspaces. The dimensions add to n and to m.
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@ Elimination and A = LU
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Ax = b by Elimination

The usual order:

» Column 1.
2 1 -1 2|5 2 1 -1 2|5
4 5 -3 6|9 03 -1 2|-1
[Al8l=1_5 5 5 6l4] 7|06 -3 8|9
4 11 —4 8|2 09 —2 4/|-8
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Ax = b by Elimination

The usual order:
» Column 1.
e Row 1 is the first pivot row.

2 1 -1 2|5 2 1 -1 2|5
4 5 -3 6|9 03 -1 2|-1
[Al8l=1_5 5 5 6l4] 7|06 -3 8|9
4 11 —4 8|2 09 —2 4/|-8

nnnnnnnnnnn
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Ax = b by Elimination

The usual order:
» Column 1.
e Row 1 is the first pivot row.

e Multiply row 1 by numbers ls1,131,...,l,1 and subtract from rows
2,3,...,n of A respectively.

Multipliers lo; — 2L g = 3L g =L

ail a1l ail

2 1 -1 215 2 1 -1 2|5

4 5 -3 6|9 03 -1 2|-1

ATO =1 5 5 6lal 7 ]o6 -3 8|9
4 11 -4 8|2 09 —2 4|-38

nnnnnnnnnnn
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Ax = b by Elimination

The usual order:

» Column 2.
21 -1 2| 5 21 -1 2 5
03 -1 2|-1 _ 0o 3 -1 2 |-1
0 6 -3 8|9 0 0 -1 4 |11
09 —2 4|-8 00 1 -2|-5
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Ax = b by Elimination

The usual order:
» Column 2.
e The new row 2 is the second pivot row.

21 -1 2| 5 21 -1 2|5
0 3 -1 2|-1 _ 03 -1 2 |-1
0 6 -3 8|9 00 -1 4 11
09 -2 4|-8 00 1 -2|-5

nnnnnnnnnnn
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Ax = b by Elimination

The usual order:
» Column 2.
e The new row 2 is the second pivot row.

e Multiply row 2 by numbers l35,142, ..., 1,2 and subtract from rows
3,4,...,n of A respectively.

Multipliers lgy = 232 [, =22 g, =92
a22 a22 22
21 -1 2|5 21 -1 215
03 -1 2/-1] |03 -1 2|1
06 —3 8|9 00 —1 4|11
09 —2 4|-8 00 1 -2|-5

nnnnnnnnnnn
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Ax = b by Elimination

The usual order:

» Column 3.
21 -1 2|5 21 -1 2|5
03 -1 2 |—1 03 -1 2/|-1
00 -1 4|11 loo -1 a|lu|=WUl€
00 1 -2|-5 00 0 2|6
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Ax = b by Elimination

The usual order:
» Column 3.
e The new row 3 is the third pivot row.

21 -1 2|5 21 -1 2|5
03 -1 2 |—1 03 -1 2/|-1
00 -1 4|11 loo -1 a|lu|=WUl€
00 1 —2|-5 00 0 2|6

nnnnnnnnnnn
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Ax = b by Elimination

The usual order:
» Column 3.
e The new row 3 is the third pivot row.

o Multiply row 3 by numbers l43,153, .. .,l,3 and subtract from rows
4,5,...,n of A respectively.

Multipliers lg3 = 23 oo = 28 . — 93

ass ass ass
21 -1 215 21 -1 2| 5
03 -1 2|-1 03 -1 2|-1

00 -1 4011] " loo 1 aln|=Wld
00 1 -2|-5 00 0 2|6

nnnnnnnnnnn
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Ax = b by Elimination

The usual order:
» Column 3.
e The new row 3 is the third pivot row.

o Multiply row 3 by numbers l43,153, .. .,l,3 and subtract from rows
4,5,...,n of A respectively.

Multipliers lg3 = 23 oo = 28 . — 93

ass ass ass
21 -1 215 21 -1 2| 5
03 -1 2|-1 03 -1 2|-1

00 -1 4011] " loo 1 aln|=Wld
00 1 -2|-5 00 0 2|6

» Columns 3 to n: Eliminating on A until obtaining the upper
triangular U: n pivots on its diagonal.
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Ax = b by Elimination

201+ x0o— 13+ 224 =05
3rg —x3+ 224 = —1
—x3+4xy =11

204 =6

By back substitution, we get

:L'4:3, ac3:1, .2132:—2, .%'1:1
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Lower Triangular L and Upper Triangular U

» Elimination on Ax = b produces the upper triangular matrix

21 -1 2
0 3 -1 2
U= 00 -1 4
00 0 2
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Lower Triangular L and Upper Triangular U

» Elimination on Ax = b produces the upper triangular matrix

21 -1 2

0 3 -1 2

U= 00 —1 4

00 0 2

» and the lower triangular matrix

10 0 0 1 0 0 O
I_ logr 10 Of |2 1 0 0
o3 I 1 0O -1 2 1 0
lan laz lag 1 2 3 -1 1

nnnnnnnnnnn
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Lower Triangular L and Upper Triangular U

» Elimination on Ax = b produces the upper triangular matrix

2 1 -1 2
0 3 -1 2
U=1lo o 14
00 0 2
» and the lower triangular matrix
10 0 0 1 0 0 O
L—|lr 1 0 0 _|2 1 00
o3 I 1 0O -1 2 1 0
lan laz lag 1 2 3 -1 1
» Elimination factors A into a lower triangular L times an upper Z
triangular U. )
A:LU mm::“:‘zr:m %%%%%
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Factorization A = LU

University of Information Technology (UIT)

0 0 Of [pivot row 1
1 0 Of |pivot row 2
ls2 1 0f |pivot row 3
lygo luz 1| |pivot row 4
0 0 O

[pivot row 1] + 0 o
P 0 =z =z
0 » =z

[0 0

0 =«

2 1 -1 2]+ |, o
U

1 -1 2 0 0
2 -2 4 0 3
-1 1 =2 + 0 6
2 -2 4 0 9

8 8 8 ©

Maths for Computer Science

1 -1 2
5 -3 6
5 —-2 6
11 -4 8
Qon
lii = iV
! ajj

N
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Factorization A = LU

University of Information Technology (UIT)

0 0 Of [pivot row 1
1 0 Of |pivot row 2
ls2 1 0f |pivot row 3
lygo luz 1| |pivot row 4
0 0 O

[pivot row 1] + 0 o
P 0 =z =z
0 » =z

[0 0

0 =«

2 1 -1 2]+ |, o
U

1 -1 2 0 0
2 -2 4 0 3
-1 1 =2 + 0 6
2 -2 4 0 9

The first step reduces the 4 x 4 problem to a 3 x 3 problem by removing l1u]. -

Maths for Computer Science

2 1 -1 2
|4 5 -3 6
T |-2 5 -2 6

4 11 —4 8
0
x Q44

li-—i
r T ay;
T
0 0
T X
X X
X X
0 O
-1 2
-3 8
-2 4

CS115 51/72




1

l21
A=
l31

l41

= l1UT —+

= l1uf +

=lLui +

[pivot row 2] +

[0

0
3
6

University of Information Technology (UIT)

—_ o O O

3

0
-1
—2
-3

pivot row 1
pivot row 2
pivot row 3
pivot row 4

0
0
0
0

-1 2]+

oo oo OO0 oo

DN O
(ol en R en B e}

=liuy +

o o oo

8 8 © O

o O O O

Maths for Computer Science

8 8 © O

8 8 © O

o O O o

0 0 0
3 -1 2
6 -3 8
9 —2 4
@
Ly = 23
! Ajj

N

N
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Factorization A = LU

1 0 0 Of [pivot row 1 0 0 0 O
lo1 1 0 0 pivot row 2| . 0o 3 -1 2
A= lss ls2 1 0| |pivot row 3 —hwity ¢ 3 g
lar lyo lyg 1 pivot row 4 0 9 -2 4
[0 0 0 0 O
. X 1 . 0 0 0 O Gy
=Lul + s [pivot row 2] + 00 7 lzjfajj
lao 0 0 = =«
[0 0 0 0 O]
* 1 0 0 0 O
=bhui+ [, [0 3 =1 2]+ | o
13 0 0 z =z
[0 0 0 O 0 0 O 0
" 0 3 -1 2 0 0 O 0
=hwit g 6 2 4] Tlo o -1 4 p
0 9 -3 6 0 0 1 =2 =)/

The second step reduces the 3 x 3 problem to a 2 x 2 problem by removing lou%?
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1 0 0 0| [pivot row 1
A lor 1 0 0] [pivot row 2
" |ls1 132 1 0] |pivot row 3
lan la2 laz 1] |pivot row 4
[0 0 O
" " 0 . 0 0
=hui +buy + | [pivot row 3] + 0 0
| laz 00
[0 0
=Ll hus+ | [0 0 -1 4]+ 0
=bLui +lu; 1 0
—1 0
0 0 O 0 0 O
x x 0 0 O 0 0 0
shuitbut g o 3 41+ ]g o
0o 1 -4 o o0

=lLul + bus + lzul + lyu)

SO0 QOO0 cooo

= l1'u,1( =+ l2u§ +

NO OO OO0 5 ooo

00 0 0

00 0 0

00 —1 4

00 1 -2
o
Ly = 4
]ajj

0

0

0
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Factorization A = LU

1 0 0 0| [pivot row 1 0 0 O 0
loy 1 0 Of [pivotrow2| . * 0 0 O 0
A=10 G 1 0| |pivotrow 3| Thwmtluat g o
lar lyo luz 1 inOt row 4 0 O 1 —2
[0 0 0 0 O
o * * 0 . 0 0 0 0 B A5
=lLul + laus + 1 [pivot row 3] + 00 0 0 lij = ”
| laz 0 0 0 =z
[0 0 0 0 O
» » 0 0 0 0 O
=huj +hbus+ | | [0 0 -1 4]+ 00 0 0
= 000 z
[0 0 0 0 0 0 0 O
* x 0 0 O 0 0 0 0 O
shwitbwt+ig 6 1 40 %00 0 0
0 0 1 —4 0O 0 0 2

=lLul + bus + lzul + lyu)

The third step reduces the 2 x 2 problem to a single number by removing l3u§j
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Elimination and A = LU

> Start from [A b| = [LU b|.
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Elimination and A = LU

> Start from [A b| = [LU b|.
» Elimination produces [U L‘lb] = [U c].

nnnnnnnnnnn
uuuuuuuuuuuuuuu

University of Information Technology (UIT) Maths for Computer Science CS115 54 /72



Elimination and A = LU

> Start from [A b| = [LU b|.
» Elimination produces [U L‘lb] = [U c].

» Elimination on Ax = b produces the equation Ux = ¢ that are ready
for back substitution.

nnnnnnnnnnn
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Elimination and

> Start from [A b| = [LU b|.

» Elimination produces [U L‘lb] = [U c].

» Elimination on Ax = b produces the equation Ux = ¢ that are ready
for back substitution.

» A= LU =) l;u; = sum of rank one matrices.
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Orthogonality

» Orthogonal ~ perpendicular.
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Orthogonality

» Orthogonal ~ perpendicular.
» Orthogonal vectors « and y:

'y =az1y1 +Toy2 + -+ Tnyn =0
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Orthogonality

» Orthogonal ~ perpendicular.
» Orthogonal vectors « and y:

x'y =Ty + Toys + o+ Tnyn =0
Law of Cosines: 6 is the angle between x and y:

lz = ylI* = llz* + llylI* = 2llz|ll|yl| cos &
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Orthogonality

» Orthogonal ~ perpendicular.
» Orthogonal vectors « and y:

x'y =Ty + Toys + o+ Tnyn =0
Law of Cosines: 6 is the angle between x and y:

lz = ylI* = llz* + llylI* = 2llz|ll|yl| cos &

Orthogonal vectors have cos = 0.
Pythagoras Law: 2

lz —y|* = =)+ [|ly]? y
(z—y) (z—y) =az'z+y'y

a:T:c + yTy — a:Ty — yT:c = mTw —+ yTy

x'y=0
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Orthogonal Basis

» Orthogonal basis for a subspace: Every pair of basis vectors has

To, .
v, v; =0
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Orthogonal Basis

» Orthogonal basis for a subspace: Every pair of basis vectors has
Ty —
v, v; =0
» Orthonormal basis: Orthogonal basis of unit vectors: Every v,/ v =1
(length 1).

N

7, )/
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Orthogonal Basis

» Orthogonal basis for a subspace: Every pair of basis vectors has

Ty —
v, v; =0
» Orthonormal basis: Orthogonal basis of unit vectors: Every v,/ v =1
(length 1).
» From orthogonal to orthonormal, divide every basis vector v; by its
length [|v;]].

N

N
52
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Orthogonal Basis

» Orthogonal basis for a subspace: Every pair of basis vectors has
Ty —
v, v; =0
» Orthonormal basis: Orthogonal basis of unit vectors: Every v,/ v =1
(length 1).
» From orthogonal to orthonormal, divide every basis vector v; by its
length [|v;]].

» The standard basis is orthogonal (and orthonormal) in R":

1 0 0
Standard basis 4,7,k inR* i= |0] j=|1| k=10
0 0 1

nnnnnnnnnnn
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Orthogonal Basis

» Orthogonal basis for a subspace: Every pair of basis vectors has
Ty —
v, v; =0
» Orthonormal basis: Orthogonal basis of unit vectors: Every v,/ v =1
(length 1).
» From orthogonal to orthonormal, divide every basis vector v; by its
length [|v;]].

» The standard basis is orthogonal (and orthonormal) in R":

1 0 0
Standard basis 4,7,k inR* i= |0] j=|1| k=10
0 0 1

» Every subspace of R™ has an orthogonal basis. f,)

nnnnnnnnnnn
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Orthogonal Subspaces

» Subspace S is orthogonal to subspace T: Every vector in S is
orthogonal to every vector in T.

N

2, )
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Orthogonal Subspaces

» The row space C(AT) is orthogonal to the nullspace N(A).

row 1 0

row m 0

nnnnnnnnnnn
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Orthogonal Subspaces

» The row space C(AT) is orthogonal to the nullspace N(A).

row 1 0

row m 0

» The column space C(A) is orthogonal to the left nullspace N(A™).

(column 1) 0

(column m) " 0

nnnnnnnnnnn
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Orthogonal Subspaces

» Every vector v in R™ has a row space component v, and a nullspace
component v, UV = Vpow + Unyll

T
1 0 0 0
T3

N

7, )/
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Orthogonal Subspaces

» Every vector v in R™ has a row space component v, and a nullspace
component v, UV = Vpow + Unyll

I
100 0
T3

» The row space C(A") is the plane of all vectors 1a} + B2a3.

N
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Orthogonal Subspaces

» Every vector v in R™ has a row space component v, and a nullspace
component v, UV = Vpow + Unyll

I
100 0
de=lo Uil 2] =

T3

» The row space C(A") is the plane of all vectors 1a} + B2a3.
» The nullspace N(A) is the line through u = (0,0, 1): all vectors S3u

(] (41 1 0 0

v=|va| €R® v=|vy| =5 |0] +52|1] +83 |0
v3 V3 0 0 1
——

Vrow Unull

nnnnnnnnnnn
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Orthogonal Subspaces

» Every vector v in R™ has a row space component v, and a nullspace
component v, UV = Vpow + Unyll

I
1 00 0
Az = [0 1 0} vz = M
3
» The row space C(A") is the plane of all vectors 1a} + B2a3.

» The nullspace N(A) is the line through u = (0,0, 1): all vectors S3u

U1 (% 1 0 0
v = |vg ER? wv= vo| =01 |0 + 82 |1 +53 |0

V3 VU3 0 0 1
~ ~——
Vrow Unull
» Dimensions: dim C(AT) + dim N(A) =7+ (n —7r) = n. 7

nnnnnnnnnnn
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Orthogonal Subspaces

» Every vector v in R™ has a row space component v, and a nullspace
component v, UV = Vpow + Unyll

I
1 00 0
Az = [0 1 0} vz = M
3
» The row space C(A") is the plane of all vectors 1a} + B2a3.

» The nullspace N(A) is the line through u = (0,0, 1): all vectors S3u

U1 (% 1 0 0
v = |vg ER? wv= vo| =01 |0 + 82 |1 +53 |0

U3 U3 0 0 1
~~ S~——
Vrow Vnull
» Dimensions: dim C(A") + dim N(A) =7+ (n—r) = n. Z
> A row space basis (r vectors) and a nullspace basis (n — 7 vectors@

nnnnnnnnnnn
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produces a basis for the whole R™ (n vectors).
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The Big Picture

Fundamental Theorem in Linear Algebra

The row space and nullspace of A are orthogonal complements in R".

dimension
=r

C(A)
dimension

=r column
space

of A

row space to column space

AXrow =b

Pkt~

dimension
=n-r
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Projection onto a Line

>p:$a

N

2, )
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Projection onto a Line

>p:$a

» Because e is orthogonal to a:

a'e=0
a'(b—p)=0
a'(b—za)=0
za'a=a'b
Lot
a'a

nnnnnnnnnnn
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Projection onto a Line

>p:$a

» Because e is orthogonal to a:

a'e=0
a'(b—p)=0
a'(b—za)=0
za'a=a'b
_an
. a'a
» Therefore, p = ax = ad b

a'a

» There is a projection matrix P that p = Pb.

nnnnnnnnnnn

uuuuuuuuuuuuuuu
University of Information Technology (UIT)

Maths for Computer Science

CS115



Projection onto a Line

> e=b—p
> p==zxa
» Because e is orthogonal to a:
a'e=0
a'(b—p)=0
a'(b—za)=0

ra'a=a'b

a'b
T =—
. a'a
» Therefore, p = ax = aZTZ
» There is a projection matrix P that p = Pb.
/,\
aa’ &7

P=—
a T a ORI

University of Information Technology (UIT) Maths for Computer Science
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Projection onto a Line

» Column space of A: matrix-vector multiplication Az € C(A).
» p = Pb. What is the column space C(P)?

nnnnnnnnnnn
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Projection onto a Line

» Column space of A: matrix-vector multiplication Az € C(A).
» p = Pb. What is the column space C(P)?

» C(P) is the line through a.

> Is P symmetric?

nnnnnnnnnnn
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Projection onto a Line

» Column space of A: matrix-vector multiplication Az € C(A).
» p = Pb. What is the column space C(P)?
» C(P) is the line through a.

> Is P symmetric?
TN T T
aa aa
P () e e
a'a

> What if we project b twice?

nnnnnnnnnnn
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Projection onto a Line

» Column space of A: matrix-vector multiplication Az € C(A).
» p = Pb. What is the column space C(P)?
» C(P) is the line through a.

> Is P symmetric?
TN T T
aa aa
P () e e
a'a

> What if we project b twice?

University of Information Technology (UIT) Maths for Computer Science CS115



Projection onto a Subspace

» Why bother with projection?

N

N
52
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Projection onto a Subspace

» Why bother with projection?

» Because Az = b may have no solution (m > n). b might not in the
column space C(A).

nnnnnnnnnnn
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Projection onto a Subspace

» Why bother with projection?

» Because Az = b may have no solution (m > n). b might not in the
column space C(A).

» Solve Ax = p instead, where p is the projection of b onto the column
space C(A).

nnnnnnnnnnn
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Projection onto a Subspace

N

N
52
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Projection onto a Subspace

» Choose two independent vectors a1, as
in the plane to form a basis.

A= a; am

N

N
52
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Projection onto a Subspace

» Choose two independent vectors a1, as
in the plane to form a basis.

A= a; am

» Plane of a;, as = Column space of A.

» p is a linear combination of a, as.

p = Z1a1 + T2a2
= Az

N

> Find 2. ,)/
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Projection onto a Subspace

» p=Az. Find .

N

N
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Projection onto a Subspace

» p=Az. Find .
» e = b — p is perpendicular to the plane.

(1)1

ATe=0
AT(b—Az) =0
ATAz = ATb

&= (ATA)ATD

nnnnnnnnnnn
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Projection onto a Subspace

» p=Az. Find .
» e = b — p is perpendicular to the plane.

(1)1

ATe=0
AT(b—Az) =0
ATAz = ATb

&= (ATA)ATD

> We have p = Az = A(ATA)"1ATb.

nnnnnnnnnnn
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Projection onto a Subspace

» p=Az. Find .
» e = b — p is perpendicular to the plane.

(1)1

ATe=0
AT(b—Az) =0
ATAz = ATb

&= (ATA)ATD

> We have p = Az = A(ATA)"1ATb.
» The projection matrix P:

P=AATA)IAT

nnnnnnnnnnn
uuuuuuuuuuuuuuu

University of Information Technology (UIT) Maths for Computer Science CS115 66 /72



Projection onto a Subspace

P=AATA)TAT

» Is P symmetric?

nnnnnnnnnnn
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Projection onto a Subspace

P=AATA)TAT

» Is P symmetric?

PT = (AATA)TAT)T = A((ATA)"HT AT
A((ATA)T)1AT
AATA)IAT =P

Yes.
> |s P2 =P?

nnnnnnnnnnn
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Projection onto a Subspace

P=AATA)TAT

» Is P symmetric?

PT = (AATA)TAT)T = A((ATA)"HT AT
A((ATA)T)1AT
AATA)IAT =P

Yes.
> |s P2 =P?
P2 = A(ATA) AT A(ATA)1AT
= A(ATA)THATA)(ATA)TAT
= A(ATA)TAT =P /e,
Yes. o
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@ with Orthonormal Columns

L2
Q1—3 2 Q1 Q1 = [1]
1
2 2
1 10
Q=z|2 -1 QTQF[ ]
317, 2 0 1

nnnnnnnnnnn
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@ with Orthonormal Columns

1 2
Q1=§ 2 Q1 Q1 = [1]
-1
2 2
1 1 0
@=3]2 -1 QJQF[O 1]
-1 2
2 2 -1 100
Q=52 -1 2 QiQs=10 1 0
-1 2 2 00 1
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@ with Orthonormal Columns

1 2
Q1=§ 2 Q1 Q1 = [1]
-1
2 2
1 1 0
@=3]2 -1 QJQF[O 1]
-1 2
2 2 -1 100
Q=52 -1 2 QiQs=10 1 0
-1 2 2 00 1

» Columns of @'s are orthonormal.

nnnnnnnnnnn
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@ with Orthonormal Columns

1 2
Q1=§ 2 Q1 Q1 = [1]
-1
2 2
1 1 0
@=3]2 -1 QJQF[O 1]
-1 2
2 2 -1 100
Q=52 -1 2 QiQs=10 1 0
-1 2 2 00 1

» Columns of @'s are orthonormal.
» Each one of those matrices has Q' Q = I.

nnnnnnnnnnn
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@ with Orthonormal Columns

1 2
Q1=§ 2 Q1 Q1 = [1]
-1
2 2
1 1 0
@=3]2 -1 QJQF[O 1]
-1 2
2 2 -1 100
Q=52 -1 2 QiQs=10 1 0
-1 2 2 00 1

» Columns of @'s are orthonormal.
» Each one of those matrices has Q' Q = I.
> QT is a left inverse of Q.

nnnnnnnnnnn
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@ with Orthonormal Columns

1 2
Q1=§ 2 Q1 Q1 = [1]
-1
2 2
1 1 0
@=3]2 -1 QJQF[O 1]
-1 2
2 2 -1 100
Q=52 -1 2 QiQs=10 1 0
-1 2 2 00 1

» Columns of @'s are orthonormal.
» Each one of those matrices has Q' Q = I.
> QT is a left inverse of Q. &

nnnnnnnnnnn

> Q3Q4 =1. Qg isalso a right inverse. o=t
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Orthogonal Projection

» All the matrices P = QQ " have PT = P.

PT=(QQ"N"=QQ" =P

nnnnnnnnnnn
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Orthogonal Projection

» All the matrices P = QQ " have PT = P.

PT=(QQ"N"=QQ" =P

» All the matrices P = QQ' have P2 = P.

PP=(QRNHQAQNH=0QR'QQ" =QQ" =P

nnnnnnnnnnn
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Orthogonal Projection

» All the matrices P = QQ " have PT = P.

PT=(QQ"N"=QQ" =P

» All the matrices P = QQ' have P2 = P.

PP=(QRNHQAQNH=0QR'QQ" =QQ" =P

> P is a projection matrix.

Orthogonal Projection

If P2= P = P then Pb is the orthogonal projection of b onto the
column space of P.
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Orthogonal Projection

» Project b= (3,3,3) on the Q1 line. P, = Q1Q{
2 3 1 2 2
Pib= 2 -1] 3| = 9| 219=|2
3 -1 -1

» P splits b in 2 perpendicular parts: projection P1b and error
e=b—-Pb .
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Orthogonal Projection

» Project b= (3,3,3) on the Q3 plane. Py = Q205

2 2 3 2 2 4

1 — 1
Pb = 9 2 -1 [3 _21 21] 3| = 9 2 -1 B] = |1
-1 2 3 -1 2 1

» P, projects b on the column space of ()s.
» The error vector b — P»b is shorter than b — P;b. T

University of Information Technology (UIT) Maths for Computer Science CS115 71/72



Orthogonal Projection

» What is P3b = QgQ;—b ?
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Orthogonal Projection

» What is P3b = QgQ;—b ?
» Project b onto the whole space R3.

nnnnnnnnnnn
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Orthogonal Projection

» What is P3b = QgQ;—b ?
» Project b onto the whole space R3.
» P3=Q3Q4 =1. Thus, P3b = b. Vector b is in R? already.

nnnnnnnnnnn
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Orthogonal Projection

» What is P3b = QgQ;b ?

» Project b onto the whole space R3.

» P3=Q3Q4 =1. Thus, P3b = b. Vector b is in R? already.
» The error e is zero!!l
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